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Abstract
In this short note we prove a general inequality for random matrices

with i.i.d entries over local rings. This inequality will prove central in
the forthcoming dynamic proof of universality for random matrices over
local rings. This inequality bounds a quantity, that measures the average
number of surjections to a module M from the cokernel of a random
matrix, in a certain large deviation regime. Thus, the quantity we bound
is related to, but is distinct from the M -moment of the cokernel of the
random matrix.

1 Introduction
Let R be a local ring and let u be a fixed integer. Suppose that Mn,n+u

is a random matrix whose entries are i.i.d. random variables, denoted by
ξij . Then

coker(Mn,n+u)
is a random R-module. Let M be a finite R-module. The M -moment of
the random module coker(Mn,n+u) is defined to be:

IE
(

#Sur
(
coker(Mn,n+u), M

))
. (1.1)

The moment method, pioneered in [Woo17], uses the calculation of M -
moments for all M as n → ∞ to determine the asymptotic distribution
of coker(Mn,n+u). This method has by now been used to establish the
universality of cokernels of random matrices in a wide range of settings.
See [Woo23, §2 and §3] for a fairly recent survey.

In a forthcoming paper, we re-prove and extend some known univer-
sality results using a different approach to random matrix theory, based
on the Lindeberg Replacement Technique ( [TV11] [Lin22]). This is a
close relative of the approach in [Map13]. Our approach does not use the
moment method, but nonetheless requires a bound on a quantity, (1.4),
that is closely connected to (1.1). This paper will focus on bounding the
quantity (1.4), which we define below.
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The quantity that we wish to bound. To put our estimate in
context, we give a rough outline of how one would go about calculating
the moment (1.1). By a standard manipulation, (1.1) can be re-written
as a sum over f ∈ Sur(Rn, M):∑

f∈Sur(Rn,M)

IP
(

f (Mn,n+u) = 0
)

(1.2)

where f(M) = 0 means that the evaluation of f on every column vector
of M is 0.

When applying the moment method,
(A) we wish to establish that for most f , and under certain mild condi-

tions on the distribution of ξ,

IP(f(Mn,n+u) = 0) ≈ 1
|M |n+u

, (1.3)

(B) it is necessary to show that those f for which (1.3) does not hold,
have a negligible contribution to the sum (1.2).

In our approach, we are interested solely in the part (B), i.e. the contri-
bution of those f for which

IP
(
f(Mn,n+u) = 0

)
is atypically large. Specifically, we are interested in the quantity:

∑
f∈Sur(Rn,M)

max

(
IP
(
f(Mn,n+u) = 0

)
−
(

1 + ϵ0

|M |

)n+u

, 0

)
(1.4)

The main theorem we establish is that under the condition that R is
a local ring, and under certain conditions1 on ξ, (1.4) decreases exponen-
tially with n, for any ϵ0:
Theorem 1.1. Suppose that R is a local ring. Suppose that the support
of ξ is not concentrated on the translate of a subring or the translate of an
ideal of R. Then, for any finite module M , (1.4) decreases exponentially
with n.

We give a quantitative statement below.
Definition. Define β such that:

max
(∣∣∣∣∣∣ξ mod m

∣∣∣∣∣∣
l∞

,
1

char(R/m)

)
= 1 − β

where m is the maximal ideal of R and l∞ refers to the l∞ (or sup) norm
of the probability distribution, that ξ induces on R/m.

1We believe these conditions to be necessary.
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Theorem 1.2. For any positive ϵ′, (1.4) is bounded above by

O
(

(1 − β)n(1 + ϵ′)n
)

. (1.5)

The implied constant depends on ϵ′, M and u, and the minimal non-zero
value of

IP(ξ ≡ r mod ann M) r ∈ R. (1.6)
Remark. More succinctly, we could say that the implied constant depends
only on ϵ′, M and u, and the distribution of IP(ξ ≡ r mod ann M). We
have chosen the formulation above to be precise. In the sequel, we will
use the symbol

α

to denote (1.6).
Remark. Although we will prove Theorem 1.2 for all M , in our application
to random matrices, we will need to know the result only for the modules
M that satisfy:

Hom(k, M) ∼= k

where k is the residue field of R.

1.1 Approach
First of all, we can use independence to rewrite (1.4) as

∑
mi∈M

span(mi)=M

max

(∏
j

IP

(∑
i

miξij = 0

)
−
(

1 + ϵ0

|M |

)n+u

, 0

)
≤

≤
∑

mi∈M
span(mi)=M

max

(∏
j

∣∣∣∣∣∣∑
i

miξij

∣∣∣∣∣∣
l∞

−
(

1 + ϵ0

|M |

)n+u

, 0

)
=

=
∑

mi∈M
span(mi)=M

max

(∣∣∣∣∣∣∑
i

miξi1

∣∣∣∣∣∣n+u

l∞
−
(

1 + ϵ0

|M |

)n+u

, 0

)
(1.7)

For notational convenience, we will denote ξi1 as ξi.
Remark. We will henceforth be interested in proving that the sum (1.7)
is bounded above by (1.5). Theorem 1.2 will immediately follow from this
bound.
Remark. As we are now only interested in (1.7), we can make a simplifying
assumption.

• Note that the value of (1.7) does not change if we translate the
distribution of ξ by r ∈ R, or if we multiply the distribution by a
unit in R. Furthermore, the condition that ξ is not supported on the
translate of a subring also does not change under these operations.
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• Note that the support of ξ is not concentrated on the translate of an
ideal. Hence it must contain two elements whose difference is not in
m and is hence a unit. Therefore, after translating and multiplying
by a unit, we can arrange for the support of the new random variable
to contain 0 and 1.

Hence, in bounding (1.7), we can assume, from now on, that

the support of ξ contains 0 and 1. (1.8)

1.2 Strategy
Definition. For the rest of this paper, we choose ϵ such that

0 < ϵ < ϵ0

We estimate (1.7) by separating the sum into three components, based
on the Fourier transform of the random variable:∑

i

miξi. (1.9)

Type 1 We will say that {mi} is of Type 1 if the non-trivial values of the
Fourier transform of ∑

i

miξi

are bounded above by ϵ/|M | in absolute value.
Type 2 We say that {mi} is of Type 2 if all the values of the Fourier trans-

form of ∑
i

miξi

are either 1 or are bounded above by ϵ/|M | in absolute value.
Type 3 Otherwise, we say that {mi} is of Type 3.

If {mi} is of type j, for j = 1, 2, 3 we will write {mi} ∈ Cj .

We will call the values of the Fourier transform "small", if they are bounded
above by ϵ/|M |. We will call the values of the Fourier transform "large"
if they are not "small" and do not have absolute value equal to 1. Finally,
we remark that because of (1.8), all the random variables we consider in
subsequent sections contain 0 in their support. Therefore, if the Fourier
transform of such a variable has absolute value 1, then it must equal 1.

In the ensuing sections, we will bound the contributions from C1, C2
and C3, separately. Indeed, as we shall see, C1 does not contribute, and
the contributions from C2 and C3 are each bounded above by (1.5).
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1.3 Outline
In the first section, we will define the notion of ϵ-equidistribution and
establish some basic facts. In the subsequent sections, we analyze succes-
sively the contributions from C1, C2 and C3.

2 The notion of ϵ-equidistribution
Definition. We say that a random variable ζ is ϵ-equidistributed on a finite
abelian group G if every non-trivial Fourier coefficient of ζ is bounded
above by ϵ/|G|.
Lemma 2.1. If ζ is ϵ-equidistributed on G, then∣∣∣∣∣∣ζ∣∣∣∣∣∣

l∞
= max

g∈G
IP(ζ = g) ≤ 1 + ϵ

|G|

Proof. This follows readily from the inverse Fourier transform.

We say that a G-valued random variable is ϵ-equidistributed on a sub-
group π of G if ζ is supported on π and ϵ-equidistributed on π. In §5, we
will use the following estimate.
Theorem 2.2. Suppose that ζ1 and ζ2 are G-valued random variables.
Now suppose that ζ2 is ϵ-equidistributed on a subgroup π of G. Then,

IP(ζ1 + ζ2 = g) ≤ (1 + ϵ)
(

IP(ζ1 ≡ g mod π)
|π|

)
Lemma 2.3. If ζ and ζ′ are two independent random variables supported
on π, and ζ is ϵ-equidistributed on π, then ζ + ζ′ is ϵ-equidistributed on π.

Proof. (of Lemma 2.3) This follows from the multiplicativity of the Fourier
transform.

Proof. (of Theorem 2.2) We rewrite

IP(ζ1 + ζ2 = g) = IP(ζ1 − g + ζ2 = 0) =

IP
(
ζ1 − g + ζ2 ≡ 0 mod π|ζ1 ≡ g mod π

)
IP
(
ζ1 ≡ g mod π

)
After we condition on ζ1 − g ∼= 0 mod π, both ζ1 − g and ζ2 are indepen-
dent random variables supported on π. Hence, we can apply Lemma 2.3
to deduce Theorem 2.2.

3 Sum over C1

Lemma 3.1. If {mi} ∈ C1,∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞
<

(
1 + ϵ0

|M |

)n+u

Corollary. If {mi} ∈ C1, {mi} does not contribute to (1.7).
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Proof. Suppose that {mi} ∈ C1. Therefore, the non-trivial Fourier coeffi-
cients of ∑

miξi (3.1)

are bounded uniformly in absolute value by ϵ
|M| . Then, by Lemma 2.1,∣∣∣∣∣∣∑miξi

∣∣∣∣∣∣
l∞

≤ 1 + ϵ

|M |

and therefore:∣∣∣∣∣∣∑miξi

∣∣∣∣∣∣n+u

l∞
≤
(

1 + ϵ

|M |

)n+u

<

(
1 + ϵ0

|M |

)n+u

4 Sum over C2

Recall that ξi are identically distributed R-valued random variables, whose
support is not contained in the translate of any proper subring of R. By
(1.8), we can assume that the support of ξi contains 0 and 1.

Recall that C2 is defined to consist of n-tuples of elements of M , span-
ning M , such that:

• Every Fourier coefficient of the random variable∑
i

miξi

is either equal to 1, or bounded above in absolute value by:
ϵ

|M | .

• At least one non-trivial Fourier coefficient is equal to 1.
We have the following theorem:

Theorem 4.1. ∑
{mi}∈C2

∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞
≲
( 1 + ϵ

char(R/m)

)n

where the implied constant depends only on M and u.
Lemma 4.2. Suppose that {mi} ∈ C2. There is a proper additive sub-
group π{mi} of M such that:

• The random variables miξi are supported on π{mi}.
• We have the bound ∣∣∣∣∣∣∑

i

miξi

∣∣∣∣∣∣
l∞

≤ 1 + ϵ

|π{mi}|
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Proof. Indeed, if a non-trivial Fourier coefficient is equal to 1, then the
random variable: ∑

i

miξi (4.1)

is supported on the kernel of the corresponding homomorphism to C∗.
Therefore, the support of (4.1) is contained in a proper additive subgroup
of M . Denote by π{mi} the smallest additive subgroup that contains the
support of (4.1).
Claim. The Fourier coefficients of (4.1), regarded as a random variable
valued in π{mi} are a subset of the Fourier coefficients of (4.1), regarded
as a random variable valued in M .

The claim follows from the fact that Q/Z is injective in the cate-
gory of abelian groups. Therefore, any homomorphism in Hom(π,C∗) ∼=
Hom(πm,Q/Z) can be extended to a homomorphism in Hom(M,C∗) ∼=
Hom(M,Q/Z).

It follows from the claim that all the non-trivial Fourier coefficients
of (4.1), regarded as a random variable valued in π{mi}, are either equal
to 1 or bounded above by ϵ

/
|M |. But by the minimality of π{mi}, none

of the non-trivial Fourier coefficients can be equal to 1. It follows that
the random variable (4.1) is ϵ-equidistributed on π{mi}. Therefore, by
Lemma 2.1 ∣∣∣∣∣∣∑

i

miξi

∣∣∣∣∣∣
l∞

≤ 1 + ϵ

|π{mi}|

Corollary. ∑
{mi}∈C2

∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞
≤

∑
{mi}∈C2

(
1 + ϵ

|π{mi}|

)n+u

(4.2)

The right hand side of (4.2) is bounded above by:

∑
π⊂M
π ̸=M

(
1 + ϵ

|π|

)n+u

#

{
{mi} ⊂ C2

∣∣∣support

(∑
i

miξi

)
∈ π

}
≤

≤
∑

π⊂M
π ̸=M

(
1 + ϵ

|π|

)n+u

#

{
{mi}

∣∣∣span{mi} = M ; support

(∑
i

miξi

)
∈ π

}

Lemma 4.3. Suppose that the n-tuple {mi} spans M , and

support

(∑
i

miξi

)
∈ π.

If π ̸= M , then π is not an R-module.
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Proof. Because the support of ξi contains 0 and 1, it follows that the
support of ∑

i

miξi

contains mi for all i. It follows that mi ∈ π. The smallest R-module
that contains mi for all i is M . Hence, if π ̸= M , then π is not an
R-module.

Lemma 4.4. Suppose that S is a subset of R that contains 1 and that is
not contained in any proper subring of R. Suppose that π is any additive
subgroup of M . Then, {

m ∈ M

∣∣∣mS ∈ π
}

∈ π

where equality holds if and only if π is an R-module.

Proof. The inclusion holds because 1 ∈ S. If π is an R-module, then we
have equality. Conversely, suppose that we have equality. Then,

πS = π.

Therefore, S is contained in the stabilizer of π, which is a subring of R.
Since S is not contained in any proper subring of R, the stabilizer of π
must be R.

Corollary. Suppose that π is not an R-module. Then,

#
{

{mi}
∣∣∣support(miξi) ∈ π

}
≤
( |π|

char(R/m)

)n

Proof. Indeed,

#
{

{mi}
∣∣∣support(miξi) ∈ π

}
≤ #

{
m ∈ M

∣∣∣mξ ∈ π
}n

By Lemma 4.4, and because π is not an R-module,{
m ∈ M

∣∣∣mξ ∈ π
}

(4.3)

is a proper subgroup of π. If p = char(R/m), M is a p-group and
hence π is a p-group, Therefore, (4.3) is bounded above by |π|/p and the
result follows.

Proof of Theorem 4.1 We combine the estimates above to get:∑
m∈C2

∣∣∣∣∣∣miξi

∣∣∣∣∣∣n+u

l∞
≤

≤
∑

π⊂M
π /∈R−mod

#
{

{mi}
∣∣∣support(miξi) ∈ π

}(1 + ϵ

|π|

)n+u

≤

8



≤
∑

π⊂M
π /∈R−mod

(
|π|

|char(R/m)|

)n(1 + ϵ

|π|

)n+u

≲

≲

(
1 + ϵ

char(R/m)

)n+u

where the implied constant depends only on M and on u.

5 Sum over C3

Recall that we say that {mi} belongs to C3 if at least one Fourier coeffi-
cient of the random variable ∑

i

miξi

has absolute value smaller than 1 but larger than ϵ/|M |.
Theorem 5.1.∑

m∈C3

∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞
≲ (1 + ϵ)2n+u(1 − β)n+u

where the implied constant depends on u, ϵ, M , and the distribution of

(ξ mod ann M)

.

5.1 Preliminary Theorem
This section will be devoted to the proof of the auxiliary Theorem 5.3.
Before stating Theorem 5.3, we need a lemma.
Lemma 5.2. There exists a positive integer T , depending only on ϵ, M
and the distribution of (ξ mod ann M), such that for any m ∈ M , any
Fourier coefficient of mξ is either equal to 1 or has absolute value less
than: (

ϵ

|M |

)1/T

Proof. To prove the lemma, it is sufficient to show that every Fourier co-
efficient of mξ is either 1 or bounded above in absolute value by some
absolute constant, say C, that depends only on the distribution of (ξ
mod ann M). But every Fourier coefficient of mξ occurs as a Fourier coeffi-
cient of (ξ mod ann M). The set of Fourier coefficients of (ξ mod ann M)
is a finite set that depends only on the distribution of (ξ mod ann M).
Hence, the result follows.

Definition. Define α to be the smallest non-zero value of IP(ξ ≡ r mod ann M)
as r ranges over R mod ann M .
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Remark. Although, this is not very important for the proof, we remark
that we can compute an explicit upper bound on C, from α and from the
minimal value of e such that peM = 0.
Theorem 5.3. Given {mi} ∈ C3, there exists an additive subgroup π ∈ M
such that

• We have the inequality:∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣
l∞

≤ (1 − α)(1 + ϵ)
|π| .

• When π is an R-module, we have the stronger inequality:∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣
l∞

≤ (1 − β)(1 + ϵ)
|π| .

• mi ∈ π for all but T |M | indices i.
π is not necessarily unique.

Proof of Theorem 5.3 We will need a lemma:
Lemma 5.4. Given any m ∈ Hom(Rn, M), there exists a set of indices
I of size at most T |M |, such that

1. The Fourier coefficients of the random variable:∑
i/∈I

miξi (5.1)

are all either "small" or equal to 1.
2. Furthermore, there is an additive subgroup of M that contains

support(miξi) for all i /∈ I,

but does not contain

support(miξi) for any i ∈ I.

Proof. We proceed iteratively, starting with the empty set. The iteration
step is as follows. Suppose that we have an index set J that satisfies the
second condition of the lemma, e.g. the set ∅. Further suppose that some
Fourier coefficient of ∑

i/∈J

miξi

is large. Then the kernel of this Fourier coefficient contains:

support(miξi)

for all but at most T indices i. Adding these indices to J , we obtain a new
index set J ′. This index set has the property that the smallest subgroup
of M that contains:

support(miξi) for all i /∈ J ′
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does not contain

support(miξi) for any i ∈ J ′.

As the support of ∑
i∈J ′

miξi

is strictly contained inside the support of∑
i∈J

miξi,

the iteration must halt after at most |M | steps. Therefore the final index
set has cardinality at most |M |T .

Let π be the smallest subgroup that contains the support of:(∑
i/∈I

miξi

)
. (5.2)

The Fourier coefficient of the restriction of (5.2) are either equal to 1 or
"small". Therefore, ∑

i/∈I

miξi

is ϵ-equidistributed on π.
Remark. The non-uniqueness of π, stated in Theorem 5.3 is due to the
non-uniqueness of our choice of I.
Lemma 5.5. For any i ∈ I, the random variable miξi mod π takes at
least two distinct values with non-zero probability. Furthermore,

• We have the bound ∣∣∣∣∣∣miξi mod π

∣∣∣∣∣∣
l∞

≤ 1 − α.

• If π an R-module, we have the stronger bound∣∣∣∣∣∣miξi mod π

∣∣∣∣∣∣
l∞

≤
∣∣∣∣∣∣ξ mod m

∣∣∣∣∣∣
l∞

≤ 1 − β.

Proof. The support of ξ contains 0. Hence the random variable induced
by miξi on M/π takes the value 0 with positive probability. Moreover,
the support of miξi is not contained in π. Hence, the random variable
induced by miξi on M/π also a takes a non-zero value with positive prob-
ability. This proves the first part of the lemma.

The probability that this induced random variable takes any given value
is a sum of terms of the form: IP(ξi = r). Hence this probability is ei-
ther 0 or it is bounded below by α. Therefore, since the induced random
variable takes at least two distinct values with non-zero probability, each
non-zero probability must be at least α. This proves the second part of
the lemma.
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Lastly, if π is an R-module, then∣∣∣∣∣∣miξi mod π

∣∣∣∣∣∣
l∞

= max
m∈M

IP
(
miξi ≡ m mod π

)
=

= max
r∈R

IP
(
ξ ≡ r mod (π : mi)

)
≤

≤ max
r∈R

IP
(
ξ ≡ r mod m

)
=

=
∣∣∣∣∣∣ξ mod m

∣∣∣∣∣∣
l∞

≤ 1 − β

where we have used the notation (π : mi) to denote the ideal

{r ∈ R|rmi ∈ π}

. This is a proper ideal of R, as π does not contain the support of miξi.

Proof. (of Theorem 5.3) We combine Theorem 2.2 and Lemma 5.5.
• It follows that:∣∣∣∣∣∣∑

i

miξi

∣∣∣∣∣∣
l∞

≤ (1 + ϵ)
|π|

∣∣∣∣∣∣∑
i

miξi mod π

∣∣∣∣∣∣
l∞

≤

≤ (1 + ϵ)(1 − α)
|π|

• When π is an R-module, we have the better bound:∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣
l∞

≤ (1 + ϵ)
|π|

∣∣∣∣∣∣ξ mod m

∣∣∣∣∣∣
l∞

≤ (1 + ϵ)(1 − β)
|π|

5.2 Proof of Theorem 5.1
Now, the proof of Theorem 5.1 is analogous to the proof of Theorem 4.1.

By Theorem 5.3, we can bound∑
{mi}∈C3

∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞

by∑
π⊂M

π not an
R-module

#
{

{mi} ∈ Mn
∣∣∣support(miξi) ∈ π for all but |M |T indices i

}( (1 + ϵ)(1 − α)
|π|

)n+u

(5.3)

+
∑

π⊂M
π is an

R-module

#
{

{mi} ∈ Mn
∣∣∣support(miξi) ∈ π for all but |M |T indices i

}( (1 + ϵ)(1 − β)
|π|

)n+u
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Lemma 5.6. For all π, we have the bound:

#
{

{mi} ∈ Mn
∣∣∣support(miξi) ∈ π for all but |M |T indices i

}
≲

≲ (1 + ϵ)n|π|n (5.4)
where the implied constant depends on ϵ and |M | and T . When π is an
R-module, we have the stronger bound:

#
{

{mi} ∈ Mn
∣∣∣support(miξi) ∈ π for all but |M |T indices i

}
≲

≲ (1 + ϵ)n

(
|π|

char(R/m)

)n

. (5.5)

Proof. In both cases, we have:

#
{

{mi} ∈ Mn
∣∣∣support(miξi) ∈ π for all but |M |T indices i

}
≤

≤ #
{

m ∈ M

∣∣∣support(mξ) ∈ π
}n−|M|T

|M ||M|T
(

n

|M |T

)
Now, by Lemma 4.4,

#
{

m ∈ M

∣∣∣support(mξ) ∈ π
}

(5.6)

is bounded by |π| when π is an R-module, and bounded by |π|
char(R/m)

when π is not an R-module.

Lastly, we note that
(

n
|M|T

)
is a polynomial in n. In particular, it grows

slower than any exponential. Therefore,(
n

|M |T

)
≲ (1 + ϵ)n

where the implied constant depends on ϵ, M and T . Therefore,{
{mi} ∈ Mn

∣∣∣support(miξi) ∈ π for all but |M |T indices i
}

≲

≲ |π|n|M ||M|T (1 + ϵ)n ≲

≲ |π|n(1 + ϵ)n

where again the implied constant depends on ϵ, M and T .

Finally, substituting (5.4) into (5.3) yields∑
{mi}∈C3

∣∣∣∣∣∣∑
i

miξi

∣∣∣∣∣∣n+u

l∞
≲ (1 + ϵ)2n+u(1 − β)n+u

where the implied constant depends on ϵ, u, M and T . Recalling that T
is determined by M , ϵ and the distribution of (ξ mod ann M), we deduce
Theorem 5.1.
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Deduction of Theorem 1.2 Finally, we choose ϵ such that (1+ϵ)3 <
(1 + ϵ′). Combining the three estimates - Lemma 3.1, Theorem 4.1 and
Theorem 5.1 - we prove that (1.7) is bounded above by (1.5). Hence, we
deduce Theorem 1.2.

6 Replacing some of the entries of the
matrix by independent uniformly random
variables
The purpose of this section is to show that Theorem 1.2 continues to hold
when we replace some of the entries of Mn,n+u by independent uniformly
random variables.

Let M̄ be an n × n + u random matrix whose entries are independent
random variables. M̄ is independent of Mn,n+u. The entries of M̄ are
not necessarily identically distributed.

Lemma 6.1. The sum of

max

(
IP
(
f(Mn,n+u + M̄) = 0

)
−
(

1 + ϵ0

|M |

)n+u

, 0

)
(6.1)

over all
f ∈ Sur(Rn, M)

is bounded above by (1.5)
Proof. Denote the entries of M̄ by ξ̄ij . We proceed as in §1.1. By inde-
pendence, we can rewrite (6.1) as:

max

(∏
j

IP

(∑
i

mi(ξij + ξ̄ij) = 0

)
−
(

1 + ϵ0

|M |

)n+u

, 0

)
≤

≤ max

(∏
j

∣∣∣∣∣∣∑
i

miξij + miξ̄ij

∣∣∣∣∣∣
l∞

−
(

1 + ϵ0

|M |

)n+u

, 0

)
≤

≤ max

(∏
j

∣∣∣∣∣∣∑
i

miξij

∣∣∣∣∣∣
l∞

−
(

1 + ϵ0

|M |

)n+u

, 0

)
(6.2)

The last inequality holds because the l∞ norm of a sum of two independent
random variables is bounded above by the l∞ norm of either variable.
Hence the sum of (6.1) is precisely (1.7). By the last paragraph of §5.2,
(1.7) is bounded above by (1.5).
Corollary 6.1.1. Theorem 1.2 remains true if we replace some subset of
the entries of Mn,n+u by independent uniformly random variables.
Proof. We apply Lemma 6.1; it suffices to let M̄ be a matrix some of
whose entries are independent uniformly random variables, while the other
entries are identically 0.
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